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This is some additional material for the two papers on the Deep Embedded
Self-Organizing Map model (DESOM):

e F Forest, M Lebbah, H Azzag and J Lacaille. Deep Embedded SOM:
Joint Representation Learning and Self-Organization. FEuropean Sympo-
sium on Artificial Neural Networks, Computational Intelligence and Ma-
chine Learning (ESANN), 2019. [1]

e F Forest, M Lebbah, H Azzag and J Lacaille. Deep Architectures for Joint
Clustering and Visualization with Self-Organizing Maps. Workshop on
Learning Data Representations for Clustering (LDRC), PAKDD, 2019. |2|

The first paper introduces the DESOM model as well as clustering and clas-
sification benchmarks on 3 datasets (short 6-page version). The second paper
provides more details about the model and the training procedure, and focuses
on its genericity by presenting possible architecture variants for structured data
such as images and sequences.

1 Influence of loss weighting hyperparameter

The first additional experiment consists in evaluating the influence of the hyper-
parameter v on the performance of a DESOM model with an 8 x 8 map. We
evaluated the unsupervised clustering accuracy, purity, NMI and ARI on MNIST
for v € {0.0001,0.001,0.01,0.1,1.0,10.0} by performing a subsequent k-means
clustering with £ = 10. The means and standard deviations on 10 runs as a
function of v are represented on figure High values of v lead to degenerate
solutions for the autoencoder parameters, where all decoded map prototypes are
identical and the performance is very low. This is due to the fact that the model
tries hard to optimize the SOM loss, which is much easier to optimize than the
reconstruction loss as we observed during our experiments, thus neglecting the
code quality. As a consequence, the performance is better for values of the pa-
rameter that put a smaller weight on the SOM loss. The best performance in
terms of accuracy is obtained for v = 0.001. We did not cross-validate the ~
parameter since we would like to remain in a completely unsupervised setting,
and kept the value of 0.001 across all experiments and datasets. Moreover, the
model is not very sensitive to the value of the v as long as the hyperparameter
stays in the right order of magnitude.
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Fig. 1: Unsupervised clustering accuracy, purity, NMI and ARI evaluated on 10
runs on MNIST for different values of ~.
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Fig. 2: Influence of autoencoder pretraining on the 4 metrics evaluated on 10
runs on MNIST.

2 Influence of autoencoder pre-training

The second experiment studies the influence of pre-training the autoencoder
only with the reconstruction loss before performing the joint task. Usually, pre-
training an autoencoder helps avoiding local minima by initializing the autoen-
coder weights at a good initial solution. There are several ways to pre-train an
autoencoder: traditional end-to-end training, stacked denoising autoencoders |3]
(also called layer-wise pre-training), RBM pre-training 4| etc. End-to-end train-
ing can be problematic because it could learn the identity function (but not an
issue in the case of an under-complete autoencoder), and is less robust and
prone to overfitting. Pre-training is used in most of deep clustering approaches,
either layer-wise , RBM or end-to-end @]I, and improves results. We
pre-trained the autoencoder in a simple end-to-end fashion for 200 epochs on
MNIST, and compared the performance of a DESOM model trained for 10000
iterations first with random intialization of all weights, and then by using the
pre-trained autoencoder weights (10 runs for meaningful means and standard
deviations). The conclusion is that pre-training does not lead to a significant
performance improvement (see figure .

Our explanation is that at the very beginning of the training, the SOM loss
is very high which leads to strong gradients that completely disturb the encoder



weights and thus cancel out the pre-training (the reconstruction loss quickly
increases, before decreasing again during the joint training). Even without pre-
training, the learned representations are of good quality and sufficient for SOM
visualization. As a conclusion, pre-training is not needed and learning of mean-
ingful representations and self-organization is achieved jointly. This has the
advantage of reducing the training time of our model.
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